**Tic Tac Toe Game**

I have choosen MiniMax algorithm with Alpha Beta Pruning for implementing Tic Tac Toe game. Following is general Minimax algorithm with Alpha Beta Pruning.

**function** alphabeta(node, depth, α, β, maximizingPlayer)

**if** depth = 0 **or** node is a terminal node

**return** the heuristic value of node

**if** maximizingPlayer

**for each** child of node

α := max(α, alphabeta(child, depth - 1, α, β, FALSE))

**if** β ≤ α

**break** *(\* β cut-off \*)*

**return** α

**else**

**for each** child of node

β := min(β, alphabeta(child, depth - 1, α, β, TRUE))

**if** β ≤ α

**break** *(\* α cut-off \*)*

**return** β

*(\* Initial call \*)*

alphabeta(origin, depth, -[∞](http://en.wikipedia.org/wiki/Infinity), +[∞](http://en.wikipedia.org/wiki/Infinity), TRUE)

Source : Wikipedia

Outline:

1. Each player minimizes the maximum payoff possible for the other—since the game is zero-sum, he also minimizes his own maximum loss (i.e. maximize his minimum payoff)
2. The AI tries to maximise the score possible (1) while assuming his opponent plays his best move achieving best score of -1. When there is no result possible the score is 0.
3. Alpha-Beta Pruning tries to decrease the number of nodes that are evaluated by the [minimax algorithm](http://en.wikipedia.org/wiki/Minimax" \l "Minimax_algorithm_with_alternate_moves" \o "Minimax) in its [search tree](http://en.wikipedia.org/wiki/Game_tree). It stops completely evaluating a move when at least one possibility has been found that proves the move to be worse than a previously examined move. Such moves need not be evaluated further. When applied to a standard minimax tree, it returns the same move as minimax would, but prunes away branches that cannot possibly influence the final decision.
4. Applying Alpha Beta Pruning to Tic Tac Toe game reduces number of states to explore further , when we calculate beta score, less than or equal to alpha i.e. we already have a move for AI which has higher probability of AI win or draw (or lesser probability of AI loosing)
5. If player A *can* win in one move, his best move is that winning move. If player B knows that one move will lead to the situation where player A *can* win in one move, while another move will lead to the situation where player A can, at best, draw, then player B's best move is the one leading to a draw. Late in the game, it's easy to see what the "best" move is. The Minimax algorithm helps find the best move, by working backwards from the end of the game. At each step it assumes that player A is trying to **maximize** the chances of A winning, while on the next turn player B is trying to **minimize** the chances of A winning (i.e., to maximize B's own chances of winning).

Reason for choosing Minimax algorithm with alpha beta pruning:

1. In Tic Tac Toe game, the goal is to achieve best score for each move i.e. choose best possible move that will result in player win. Minimax algorithm is to minimise the maximum loss and also minimizing the maximum payoff possible for other player.
2. A minimax algorithm is a recursive [algorithm](http://en.wikipedia.org/wiki/Algorithm) for choosing the next move in a two-player game usually. A value is associated with each position or state of the game. This value is computed by means of a [position evaluation function](http://en.wikipedia.org/wiki/Evaluation_function) and it indicates how good it would be for a player to reach that position. The player then makes the move that maximizes the minimum value of the position resulting from the opponent's possible following moves. So this algorithm is best suited for Tic Tac Toe game where AI tries to achive best score (win) by minimizing its loss (draw or human win).
3. Alpha–beta pruning is a [search algorithm](http://en.wikipedia.org/wiki/Search_algorithm) that seeks to decrease the number of nodes that are evaluated by the [minimax algorithm](http://en.wikipedia.org/wiki/Minimax" \l "Minimax_algorithm_with_alternate_moves" \o "Minimax) in its [search tree](http://en.wikipedia.org/wiki/Game_tree). It stops completely evaluating a move when at least one possibility has been found that proves the move to be worse than a previously examined move. Such moves need not be evaluated further. When applied to a standard minimax tree, it returns the same move as minimax would, but prunes away branches that cannot possibly influence the final decision.
4. With an (average or constant) [branching factor](http://en.wikipedia.org/wiki/Branching_factor) of b, and a search depth of d [plies](http://en.wikipedia.org/wiki/Ply_(game_theory)), the maximum number of leaf node positions evaluated (when the move ordering is [pessimal](http://en.wiktionary.org/wiki/pessimal" \o "wiktionary:pessimal)) is [O](http://en.wikipedia.org/wiki/Big_O_notation)(b\*b\*...\*b) = O(bd) – the same as a simple minimax search. If the move ordering for the search is optimal (meaning the best moves are always searched first), the number of leaf node positions evaluated is about O(b\*1\*b\*1\*...\*b) for odd depth and O(b\*1\*b\*1\*...\*1) for even depth, or ![O(b^{{d/2}})=O({\sqrt  {b^{d}}})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJUAAAAZBAMAAADK/nHfAAAAMFBMVEX///8iIiJAQEB0dHQWFhaKiooMDAzMzMwEBAS2trYwMDDm5uZiYmJQUFCenp4AAADG+azRAAAAAXRSTlMAQObYZgAAAxFJREFUOBF9VEtoE1EUPflM05mJSRBEXHWgFRdWG+pKFMzCWtxIEPxspFnowoUyVehCkRZcKLgJ4qKI0PgDRSmjaBeiNFSpYFPaheLCikFdFcXaUoq2Ws99mWTSZOJd3PO5d+68ee8lgG+c93V9zPiqGz4117Ial9ZWPq+VtUpbBiy9cL/W99Xdvm7FjGQQKj7HoFNxGpNYrnFNKlELBoYQL/6/TVUDtn9TtOQXXqVxATpG7VDWv5Hua7dy3cUeZ2eJfS9MyvccQqTFQjA/6uA95TbggdvpQWym8IFKS7vWJvTOC+2DISPwLA/9EhDJAfE0+p1rAGnIAs6xuibMh8Cg7RX0BLAoHWPqcUROkL8FjCww5OAwJhFLA9/gwChKX1X0sbAuBZTPmM/oPPVooQsYZt/INNMPG2HCODCL08kgoE+czaL2lMxT7IktASmiRC/nZIB2kwNnqe+J2Z9GJ2E9ENwxln5MY3WVek5qXhgD5JFF9f0mlyJrCViILOsp7g8XsEIPPUlsIKy83CrKPRPggCgvhvLk2gIC/NQbxzk2xRGFzqeZKL8tXESQSwamitjPuX/wRlROksRtSW17JRJkHTZT9C/CWeKeLIJFbvF0dDjX9IX7nUTzAH20OLiivr2HwsyLJfGxBOV8WUhgGc0OsTmBJ4RxaHOtuzfzTKYRlxeav9XeGBamqLwY86iwn5JGc7I1fHYJ7wi3EJ0TKT8XNYs+eBTNSdxRfjn5zfpkIy7rMufNFOEiDAE1K5wh9icBXtfRLNRJSElFu2Rvv/ZRRRb4Tlv8jhdpTvyFeF4UfzDQuCR1b07KsWoDyi+nu2VSwh7OkOvYlBXd3yZ5DkcFuPecfBP4SpAzC9sjqkvVJHF+dRgJxLpo8MgYAa4Q6DbdJnmB1j45ISbvaqR1izAvMh5V7GBhxiEJWaL0AclnOm0BLrYEKo9UcZdq0/WeOGbGxz9W5cnFq4lG/3TYXtMocmOVZyaqRIlerXNc41F9QbeqvW/VQvFcneMasXxdxVjjaO4mVsyQU6G15EitgV3AP57Luilk7DXtAAAAAElFTkSuQmCC)

**Generalization for Minimax algorithm:**

Minimax (sometimes MinMax or MM[[1]](http://en.wikipedia.org/wiki/Minimax#cite_note-1)) is a decision rule used in [decision theory](http://en.wikipedia.org/wiki/Decision_theory), [game theory](http://en.wikipedia.org/wiki/Game_theory), [statistics](http://en.wikipedia.org/wiki/Statistics) and [philosophy](http://en.wikipedia.org/wiki/Philosophy) for minimizing the possible [loss](http://en.wikipedia.org/wiki/Loss_function) for a worst case (maximum loss) scenario.

**Minimax algorithm is suitable for following type of environment:**

1. Fully Observable
2. Strategic
3. Static
4. Sequential
5. Discrete
6. Multi-agent (considering human as an agent)